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Abstract - Extractive Text Summarization is a NLP problem of forming a summary by using the most important sentences of an article and has been addressed in many different ways. In our research, we develop a model that uses metrics for giving importance to sentences, and apply it to Machine Learning and Deep Learning Models. Using the results obtained we find the optimal approach, along with other approaches that work particularly well, to do extractive text summarization. In addition, we analyze why these models perform better than the rest. Finally, we also find the importance of each metric in forming a summary based on several evaluation measures.
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I. INTRODUCTION

With the exponential increase in the availability of data and the ever increasing pace of life, the need to summarize has become imperative. Added to that, the task of summarization is needed in many and diverse fields including finance, search engines, news, research papers, etc. As a result, there has been a lot of work done in the field of extractive summarization. Past work include assigning importance to sentences by assigning weights to metrics such as word frequency, sentence placement, biased words, etc. Further, work was done using approaches of Fuzzy Logic, LSA, Cluster based method, Deep Learning Neural Networks, and Machine Learning Models including Naive Bayes, Decision Tree etc. As the different techniques came out, each had its advantages and its disadvantages. Some performed better on particular domains, for example automobile articles, while others had a better overall performance. Keeping this in mind we decided to study the effectiveness of different Machine Learning and Deep Learning models along with finding out which metrics are more influential in forming a summary. By finding what produces the most coherent summary through our research, we hope to aid future endeavors in the process of summarization and, subsequently, building a more accurate model. To train our model, we manually compiled a dataset from different sources and domains. The decision to use of varied domains was an attempt to avoid bias towards particular topics and give the model equal exposure to different domains. The dataset comprises of individual sentences from each article and whether or not it was included in the summary. Consequently the training set was used on k-NN, Naive Bayes, Kernel SVM, Decision Tree, Random Forest and an ANN.

II. METHOD

The method we employed included 3 phases: Preprocessing, Formation of Matrix of Features, and Application of different Models

Before this, we decided to include word frequency, sentence placement, presence of important words, like, 'therefore', 'thus', 'hence' etc., presence of non-essential words and phrases, like, 'moreover', 'furthermore', 'in addition', etc., sentence length, and presence of proper nouns, as metrics.

Preprocessing
We imported the dataset comprising of sentences and whether they were selected or not. The text was subjected to multiple preprocessing tasks. We first broke the text into individual words, and removed all forms of punctuation, and white spaces, and turned all words into lower case. The transition of lower case was done to address a future process, described later, in our method. Next, we removed all stop words, like, ‘a’, ‘it’, ‘so’, ‘they’, etc. as these are not needed in the process of text summarization. Finally, we stemmed all the remaining words. The process of stemming and converting to lower case was done to reduce the number of unique words in order to conserve memory and reduce processing time. For example stemming coverts the words 'lovingly' and 'loving' which have the same meaning in terms of a summary. It converts them into the root 'love'. The following is an example of a sentence after word tokenization and preprocessing

The following is an example of a sentence after word tokenization and preprocessing
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Figure 1: Delay and Area evaluation of an XOR gate.

Matrix of Features
The matrix of features consists of a row for each sentence and 6 columns, each corresponding to one metric. For each article, the five most frequent words were computed and their use will be mentioned later. The matrix of features is filled with respect to each row, i.e., each sentence. Each preprocessed sentence is taken in and its records filled in. The word frequency metric corresponds to the number of frequent words in a particular sentence. If an important word is present, then the record is filled as 1, else 0 and similarly for non-essential words. If sentence length is less than 15 then record is filled as 1, else 0. If a proper noun is present then we fill 1, else 0. Lastly, if the sentence is the first or last sentence in the article then we fill 1, else 0; it is common to find the first or last sentences playing a vital part in forming a summary.

The following figure is an example of a sample Matrix of Feature Representation

Application of different Models
Each model used below was fed the Matrix of Features and predicts whether the sentence will be a summary or not, i.e. 'Yes' or 'No'

Methods:
1) Naive Bayes Classifier:
Naive Bayes assumes that the six features are statistically independent of each other and generates a probability of it being included in the summary

\[ P(s \in S | F_1, F_2, ... F_k) = \frac{P(F_1, F_2, ... F_k | s \in S)P(s \in S)}{P(F_1, F_2, ... F_k)} \]

\[ P(s \in S | F_1, F_2, ... F_k) = \prod_{k_j=1}^{k} \frac{1}{P(F_j)} P(s \in S) \]

\[ P(s \in S) = \text{constant and } \quad P(F_j | s \in S) \quad \text{and} \quad P(F_j) \]

can be estimated directly from the training set by counting occurrences. Sentences with a probability greater than 0.6 were chosen as part of a summary. The threshold of 0.6 was chosen after many trial and errors on training and test set.

2) Decision Tree Algorithm:
The ID3 algorithm of decision tree, with 'Information Gain' function as the feature selection parameter was used to classify the sentences.

3) Random Forest:
Random forest creates multiple decision trees and merges them together in order to get a more accurate prediction compared to decision trees. We used the random forest classifier from the ‘Keras’ library in python and set the number of trees as 10, again owing to trial and error to get the best possible accuracy for our dataset.

4) K-Nearest Neighbors:
A k-NN predicts the class of a tuple based on the class of the k nearest neighbors. K was chosen as 5, which is usually a common value used, and the Euclidean distance measure was used. The majority nearest tuple decided the class of the new sentence.

5) Kernel Support Vector Machine:
The fact that Kernel SVM’s computations are not significantly slowed by non-linearly separable data and it performs much better under these circumstances as it does not have to scale features to a higher dimension, made us choose this for testing. For this approach we used the RBF kernel function.

\[ k(x, y) = \exp(- \|x - y\| / \sigma) \]

It finds how similar a sentence is to an ideal summary sentence and as a result classifies it into one of our two categories.
6) Artificial Neural Networks:

We used a simple, single layer ANN for our testing purposes. The Binary cross entropy function was used as the loss function as our output was binary. The input and the hidden layer used the Rectifier Activation function while the Sigmoid function was used on the output layer. The sigmoid function gave us the probability of a sentence being part of a summary. Once again 0.6 was used as the threshold owing to the reason mentioned earlier.

RESULTS

We used the following metrics to assess the different methods
1. Accuracy = TP/TP + TN
2. Precision = TP/ TP + FP
3. Recall = TP / TP + TN
4. F measure = 2*Precision*Recall / Precision + Recall
5. Following is the result table obtained for the different approaches

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-measure</th>
</tr>
</thead>
<tbody>
<tr>
<td>KNN</td>
<td>0.667</td>
<td>0.750</td>
<td>0.689</td>
<td>0.718</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>0.762</td>
<td>0.858</td>
<td>0.877</td>
<td>0.866</td>
</tr>
<tr>
<td>Random Forest</td>
<td>0.776</td>
<td>0.835</td>
<td>0.875</td>
<td>0.854</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>0.761</td>
<td>0.832</td>
<td>0.856</td>
<td>0.843</td>
</tr>
<tr>
<td>Kernel SVM</td>
<td>0.803</td>
<td>0.880</td>
<td>0.864</td>
<td>0.872</td>
</tr>
<tr>
<td>ANN</td>
<td>0.803</td>
<td>0.880</td>
<td>0.864</td>
<td>0.872</td>
</tr>
</tbody>
</table>

The ANN led to the highest accuracy while the Machine Learning model of Random Forest followed with the second highest accuracy. Although all the algorithms hover around the same accuracy, k-NN seems far off.

<table>
<thead>
<tr>
<th>Metric/Feature</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Word Frequency</td>
<td>0.762</td>
</tr>
<tr>
<td>Important Words</td>
<td>0.761</td>
</tr>
<tr>
<td>Sentence Length</td>
<td>0.664</td>
</tr>
<tr>
<td>Sentence Placement</td>
<td>0.757</td>
</tr>
<tr>
<td>Non-essential words</td>
<td>0.751</td>
</tr>
<tr>
<td>Proper Nouns</td>
<td>0.703</td>
</tr>
</tbody>
</table>

Word Frequency and Important Words were the most prominent metrics. Given that phrases and words like ‘thus’, ‘therefore’, ‘to summarize’ form important part of summaries, and sentences with most frequent non-stop words are also likely to form a summary this comes as no surprise. One anomaly was the Sentence Placement value equal to 0.242 in the KNN algorithm. These anomalies are attributed to the accuracy of the models and the fact that there are differences between new real world articles and that from those used in the dataset.
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