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Abstract - Improvement of the facial asymmetry has become as important as correction of the malocclusion in the evaluation 
and planning for orthognathic surgery. In this study, we proposed an automatic deep learning system (DLS) to extract 
three-dimensional (3D) contour features and assess the degree of facial symmetry in patients treated with orthognathic surgery. 
A total of 500 normal populations were included to construct the DLS. The ground truth was based on an average of the survey 
of 50 of diverse referees offering their facial symmetry ratings over a 10-point scale for 500 3D facial images via an auto-play 
and separate slide show. The facial region of interest (ROI) was extracted by removing the disturbed region, such as the ears, 
the neck and all points above the hairline. A contour map was extracted from the ROI image, and used as an input pattern for 
automatic DLS, which included a deep convolutional neural network (CNN) for feature extraction, and a regression network 
provided for prediction. The experimental results showed that our model achieved 78.85% accuracies on held-out test patterns. 
The facial symmetry degree assessment within 1 degree was 98.63%. In addition, our method was compared with conventional 
2D approaches, which obtained better results than 2D-only features which resulted accuracy is 65% using the same sample size, 
and the CNN system. For clinical application, 100 patients with facial asymmetry were enrolled in evaluating facial symmetry 
improvement after orthognathic surgery. A paired t-test was used to compare the significance of the differences between the 
pre-surgery and post-surgery assessing result of facial symmetry using DLS, with p < 0.05 considered significant. The mean of 
preoperative facial symmetry degree (0.92 ± 0.17) was higher than of postoperative (0.65 ± 0.13) with a significant 
improvement (p = 0.021). 
 
Index Terms - About four key words or phrases in alphabetical order, separated by commas. 
 
I. INTRODUCTION 
 
Facial appearance is a critical factor in the 
psychosocial development and social relationships [1], 
[2]. Facial asymmetry has long been used for 
evaluating facial attractiveness [3]–[5]. Surgical 
treatment is crucial because such a various deformity 
can translate into significant psychological burden and 
social problems affecting the patient’s quality of life 
[6], [7]. Orthognathic surgery combined with 
orthodontic treatment could address the symmetrical 
skeletal midline, facial profile and dental occlusion 
simultaneously for the facial deformity. As such, an 
objective and quantitative assessment of facial 
asymmetry is needed to provide the guidance of 
effective treatment for clinicians. Recently 
three-dimensional (3D) imaging has become more 
common in quantifying facial asymmetry, such as 
CBCT, CT, MRI, maintain their popularity [8-11].  In 
the related studies, asymmetry Index have been 
quantitatively proposed to represent degrees of 
asymmetry of each facial landmark [12-15]. An 
auxiliary plot was proposed to visualize the 
quantitative measurements and help articulate severity 
of asymmetry of the patient. Alternatively, Visual 
questionnaires also were used to evaluate perceptions 
of plastic surgery outcomes [16], [17]. Many previous 

studies have employed composite faces to study the 
effects of symmetry and averageness of the face on 
attractiveness [18-20]. Machine learning methods have 
also been utilized to investigate whether symmetry 
ratings can be learned and predicted by mapping facial 
images to their attractiveness scales [21]. Most current 
work considers, however, only the 2D facial 
characteristics [22-24].Deep learning has been 
introduced as a powerful method for a wide range of 
computer vision image tasks  to replace   conventional   
methods  using  manually selected features [25-28]. 
Moreover, these methods have converted 2D 
cephalometric landmarks to a 3D cephalometric 
system but have not comprehensively addressed the 3D 
features. In this study, we propose an automatic 
assessment system in facial symmetry of patients 
treated with orthognathic surgery based on 
three-dimensional (3D) contour features and validate 
the accuracy of the method. 
 
II. METHODS 
 
A. Patients 
A total of 100 patients (56 male, 44 female) with facial 
asymmetry and malocclusion were who underwent 
orthognathic surgery, with an average age of 28.7±4.8 
years (range 19 to 34 years) were enrolled in this study 
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were recruited in this study at the Craniofacial Center, 
Chang Gung Memorial Hospital between August 2015 
and July 2017. Exclusion criteria were cleft lip or cleft 
palate, a history of facial trauma, degenerative or 
inflammatory conditions, or inadequate imaging. 
 
B. Image acquisition 
Standardized high-resolution full-face color surface 
model of patient with neutral expression were acquired 
by using a commercial three-dimensional surface 
imaging system (SdMDface system, 3dMD, Atlanta, 
GA) based on active stereo photogrammetry (Figure 
1). 
 

 
 

Figure 1. Three-dimensional images obtained through 3dMD 
surface scanning. 

 
C. Facial symmetry degree rating 
All 3D facial images of 500 normal populations having 
a neutral expression are assessed for facial symmetry 
by 50 human raters on a Likert scale from 1 (least 
attractive) to 10. All images are presented to each rater 
in a random order and each image is shown on a 
separate page with an auto-play slide show. Each rater 
is ask to view the image for 5 seconds and rate the 
facial symmetry of each sample within a maximum of 
3 seconds. The ground truth was based on an average 
of the survey of 50 of diverse referees offering their 
facial symmetry ratings over a 10-point scale for all 3D 
facial images. 
 
D. The ROI and contour map extraction 
Fisrt, the disturbed region on 3D facial image, such as 
the ears, the neck and all points above the hairline were 
removed to extract the facial region of interest (ROI) 
(Figure 2A). An object's contour lines which contains 
the height distribution information of the surface of a 
three-dimensional object [29], [30]. Then, in order to 
determine the degree of facial symmetry, we 
characterized a face by its contour lines as an input 
pattern extracted from the 3D facial image, where 
homogeneous regions were enclosed by contour lines 
to form iso-surfaces (Figure 2B).  The contour maps 
have been proved that the more symmetry faces, i.e., 
with higher attractiveness rankings, exhibit more 
bluish (or near the blue end of the color spectrum) 
distribution than those with lower rankings. The blue 
contour lines correspond to smooth and distinctive 
facial features, while the reddish contours are normally 
resulted from defective or bumpy facial surfaces. 

Contour lines-based colorful labels can then serve to 
reflect local homogeneity of the facial surface [31]. 

 
Figure 2. The ROI and contour map (3D features) extraction. 
 
E. The deep learning system for automatic 
assessment of facial symmetry degree 
Our deep convolutional neural network (CNN) was 
used for automated facial symmetry degree assessment, 
which consisted of a convolutional network derived 
from pre-trained CNN models for feature extraction, 
and a regression network provided for prediction 
(Figure 3). 

 
Figure 3. The deep convolutional neural network. 

 
The convolutional network included: a pre-trained 
convolutional layer obtained as a grayscale version of 
Over Feat’s first convolutional layer to adapt the 
first-layer kernels as they encode common 
application-independent low-level visual patterns, a 
variable number of convolutional layers were 
initialized randomly and trained on dataset images only, 
and an optional deformation layer, which learned an 
adaptive geometric transformation to apply to input 
patterns (feature maps) in order to provide invariance 
to affine warping. The regression network adopted a 
single fully connected layer (with number of neurons) 
followed by a linear scalar layer which outputs the 
estimated skeletal age for the input image. 
We randomly selected 70% of the total data for use as a 
training datasets, 15% of the total data for use as 
validation datasets and 15% of the total data for use as 
a test dataset against independently conducted facial 
symmetry ratings. The prediction accuracy given the 
particular ground truth and stability were used to 
evaluate the performance of our system. 
 
III. RESULTS 
In this study, the intra-examiner reliability was 
qualified to avoid the human rating are subjective 
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using Cronbach’s alpha reliability coefficient with 
0.967. The experimental results showed that our model 
achieved 78.85% accuracies on held-out test patterns. 
The facial symmetry degree assessment within 1 
degree was 98.63%. In addition, our method was 
compared with conventional 2D approaches, which 
obtained better results than 2D-only features which 
resulted accuracy is 65% using the same sample size, 
and the CNN system. A pre-trained convolutional layer 
was used in our model to adapt the first-layer kernels as 
they encode common application-independent 
low-level visual patterns and avoid overfitting due to 
the small number of available images. 
For clinical application, 100 patients with facial 
asymmetry were enrolled in evaluating facial 
symmetry improvement after orthognathic surgery. A 
paired t-test was used to compare the significance of 
the differences between the pre-surgery and 
post-surgery assessing result of facial symmetry using 
our automatic CNN model, with p < 0.05 considered 
significant. The mean of preoperative facial symmetry 
degree (0.92 ± 0.17) was higher than of postoperative 
(0.65 ± 0.13) with a significant improvement (p = 
0.021).. 
 
IV. DISCUSSION 
 
3D photogrammetry is a cost-effective, 
nonradioactive, reliable, and reproducible method for 
quantitatively analyzing soft tissue analysis. Machine 
learning methods have been utilized to perform 3D 
face recognition in continuous spaces. To date, no 
study has investigated the predicting the facial 
symmetry degree, that could be the limiting factor for 
the utility of 3D-imaging technique and deep-learning 
networks. The main purpose of this study was to 
present an automated assessment system, a deep 
convolutional neural network for 3D facial symmetry. 
Our study had one limitation that was included a small 
sample size (500 cases) for building the deep learning 
system and 100 patients at a single center were used for 
clinical application on automatic assessment of facial 
symmetry degree. More populations were collected in 
the further study. 
In conclusion, our results show that 3D contour 
line-based features can exhibit greater correspondence 
with facial symmetry than 2D features, and serve as a 
general, useful automated and human-like efficient 
decision tool for objective assessment of facial 
symmetry pre and post orthognathic surgery for the 
improvement of treatment in clinical. 
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